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Abstract—This paper summarizes the thermal challenges in conventional 3-D stacks and proposes a novel stacking structure that eases the thermal problem. The objective of this paper is first to define limits and opportunities for developing different 3-D chip stacks from a thermal perspective, and second to explore our proposed system as a function of microbumps, through silicon vias, die thickness, and other design parameters. In our proposed 3-D stack, the interposer integrated microfluidic heat sink serves as the main heat sink. To thermally decouple stacked dice, we propose air gap isolation between them and a thermal bridge on top of the stack to cool down the isolated die. To evaluate the thermal benefits of the stack, a thermal model is developed based on the finite difference method. Several chip stack scenarios are studied and the simulations are conducted with a processor power of 74.63 W/cm² and memory power of 2.82 W/cm². The proposed architecture yielded processor and memory temperatures of 64 °C and 40 °C, respectively, compared with 76 °C and 75 °C for the air cooled stack.

Index Terms—3-D integrated circuit (3-D IC), dynamic random-access memory (DRAM), microbumps, microfluidic heat sink (MFHS), multicore processor, through silicon vias (TSVs).

I. INTRODUCTION

3-D INTEGRATION is an emerging technology to address the critical challenges that on- and off-chip interconnects present to nanoelectronics [1]. The use of through silicon vias (TSVs) or monolithic interdie vias enables heterogeneous stacking of multiple dice with very large bandwidth and low energy communication, which improves system performance [2], [3]. However, there are thermal challenges and potential show stoppers due to higher total power density and larger thermal resistance for the dice within the stack [4], [5].

The thermal challenge in a 3-D integrated circuit (IC) is composed of two very distinct components with each requiring separate optimization and technology solutions: first, stacking dice in 3-D increases the total power density while it simultaneously increases the thermal resistance for dice within the stack to the atop-attached heat sink; and second, stacked dice will experience unwanted thermal crosstalk, particularly between high-power die and low-power temperature sensitive components.

Microfluidic cooling has been proposed to address the heat removal challenges. The chip- or interposer-embedded staggered micropin fin heat sink has been shown to produce thermal resistance in the range between 0.27 and 0.33 °C·cm²/W using dimensions suitable for within silicon integration [6]. While significant work has been done to directly address the thermal challenges of 3-D integration, relatively little attention has been paid to the negative effects of thermal coupling between different dice in 3-D IC and, in particular, to minimize interdie thermal coupling. For instance, in a dynamic random-access memory (DRAM)-on-processor 3-D stack, the DRAM usually exhibits a thermal profile similar to the processor die, i.e., a mirror image, and has a relatively high temperature due to strong thermal coupling even though DRAM itself dissipates much lower power than the processor [7]. However, higher DRAM temperature degrades memory performance, resulting in lower overall system performance [8]. Therefore, the memory die must be thermally decoupled from the processor die. To resolve this thermal coupling problem, an air gap isolation concept [9] is presented to prevent thermal coupling from one die to another, as shown in Fig. 1. However, the challenge of removing heat from the isolated die was not previously considered, and the impact of TSVs, microbumps, die thickness, and other die parameters was not fully explored.

The objective of this paper is twofold. First, we explore the limits and opportunities of current 3-D stacked IC and propose novel 3-D IC stack architectures that are thermally centric; specifically, our proposed 3-D stack architectures

Fig. 1. Illustration of air gap thermal isolation concept.
enable thermal decoupling of dice within the stack as well as microfluidic cooling in the interposer. Second, we thermally analyze our proposed 3-D stack architecture as a function of TSV/microbump diameter, TSV/microbump number, TSV layout, and die thickness. Moreover, we present the design implications of these technology parameters. 

This paper is organized as follows. Section II further discusses the motivation of thermal isolation. Section III describes our proposed and conventional architectures of 3-D stack as well as related technologies. In Section IV, thermal modeling based on the finite difference method is described. Section V compares different stack architectures based on simulations using our thermal models. Section VI explores our proposed 3-D stack as a function of various technology parameters. Finally, Section VII concludes this paper.

II. Motivation of Thermal Isolation

A. DRAM Chip

DRAM chips are periodically refreshed to maintain capacitor charge. During the refresh operation, external access of the DRAM is partially disabled, and additional power is drawn for the refresh operation. Therefore, higher DRAM refresh rates decreases throughput and performance while simultaneously increasing power. According to the characterization of 248 DDR3 DRAM chips from five vendors [10], the refresh retention time exponentially reduces as the temperature increases. Using an advanced control engine that refreshes according to different temperature bins [8], the DRAM can maintain a relatively longer average refresh period that results in higher performance and lower power. For example, in the case of a DRAM chip with a hybrid refresh rate of 256, 128, and 64 ms instead of just a single refresh rate of 64 ms, the power of the DRAM chip decreases by 16.1%, while the system performance increases by 8.6% [8]. For future 64 Gbit DRAM chips, the worst throughput loss induced by refresh activities can be 40% and the percentage of refresh power can be as large as 50% [8]. This problem gets aggravated when memory is stacked with high-power processor because the DRAM chip in such stacks exhibits a relatively higher temperature, close to the processor’s peak temperature, due to the strong thermal coupling phenomenon in 3-D IC [7]. Higher temperature leads to performance degradation and power overhead. Thus, it is important to decouple the thermal path from processor to DRAM chips to reduce DRAM temperature.

B. Silicon Nanophotonics

In the domain of silicon nanophotonics, a number of components are sensitive to temperature variation. For example, the temperature sensitivity of a silicon-based 10-μm-diameter electrooptic modulator is 0.11 nm/°C [11]. Assuming 64 channels of wavelength division multiplexing sharing the working band, i.e., bands (1530–1625 nm), each wavelength channel is 1.48-nm wide [12]. If we use the above modulators in the two ends (the send and receive), there will be a complete wavelength mismatch when the temperature drifts by only 14 °C (under such a temperature variation, wavelength drift is 1.54 nm > 1.48 nm). 3-D stacked nanophotonics, such as circuit-switched optical interconnection networks on logic, can not only decrease the memory access latency but also can improve the power efficiency [13]; however, the thermal crosstalk between the photonic components and high-power logic circuits presents a potential challenge for 3-D photonicics.

C. Microelectromechanical System

Similarly, there are temperature coupling challenges for the 3-D stacking of microelectromechanical systems (MEMS) and their readout circuits; for example, consider the silicon on insulator MEMS accelerometer and readout circuit stack in [14]. The read accuracy of the inertial elements, such as accelerometers or gyroscopes, will dramatically degrade with varying temperature [15]. The accuracy of a gyroscope obtained under varying temperature will degrade by almost one order of magnitude compared to the one with stable temperature [16]. Since MEMS modules generally have relatively low power consumption, their temperatures will be strongly influenced by other high-power modules in the 3-D stack. By reducing unwanted thermal coupling, the accuracy of the MEMS component will be enhanced.

From the above discussions, it is clear that thermal isolation in a 3-D stack is important for many applications, in particular, when decoupling the heating of low-power and temperature-sensitive devices from high-power IC. Under such conditions, we propose air gap isolation between the stacked dice to minimize thermal coupling between dice.

III. Benchmark Architecture

In this paper, we focus on heterogeneous 3-D stacking of high- and low-power devices such as memory on logic, photonics on logic, and MEMS on logic. Specifically, we use a memory on processor stack as our application example. Fig. 2 shows two 3-D stacks with different cooling solutions. The first 3-D stack is based on the current approaches in the literature in which an air cooled heat sink (with heat spreader) is attached to the top of the stack. Since the heat sink is on the top, the thermally optimal architecture for this stack is to place the processor above the memory.

The second 3-D stack is cooled using a microfluidic-cooled interposer [17], [18], as shown in Fig. 2(b). In this case, the processor is on the bottom to minimize the thermal resistance between the processor and the heat sink. Moreover, placing the processor die on the bottom avoids the need to route power, ground, and signal interconnections through the memory die [6]. Even if the microfluidic-cooled interposer

![Fig. 2. 3-D stack. (a) With conventional air cooled heat sink. (b) With interposer embedded MFHS.](image-url)
The air gap is integrated to prevent the heat generated by the high-power die from traveling up to the low-power die. Likewise, it also prevents the heat generated by the low-power die from traveling downward along the main thermal path. Without an effective thermal path for the isolated die, it will be at a higher temperature. Thus, the thermal bridge is proposed as a solution. This proposed solution is similar to a lid in a conventional 3-D IC [19] with the key difference being that the bottom of the thermal bridge is connected to an auxiliary MFHS in the interposer. The thermal bridge can be made of copper and thus have a small conductive thermal resistance.

A. Thermal Bridge

The air gap is integrated to prevent the heat generated by the high-power die from traveling up to the low-power die. Likewise, it also prevents the heat generated by the low-power die from traveling downward along the main thermal path. Without an effective thermal path for the isolated die, it will be at a higher temperature. Thus, the thermal bridge is proposed as a solution. This proposed solution is similar to a lid in a conventional 3-D IC [19] with the key difference being that the bottom of the thermal bridge is connected to an auxiliary MFHS in the interposer. The thermal bridge can be made of copper and thus have a small conductive thermal resistance. Here, we calculate the thermal resistance from the bridge to the ambient. When we model the whole system, the thermal bridge can be emulated as a convective boundary condition using simulated thermal resistance.

The structure shown in Fig. 4 is simulated in ANSYS. The dimensions of the memory die are 1 cm × 1 cm × 50 µm. The top surface of the copper thermal bridge is 1.5 cm × 1.5 cm with a thickness of 500 µm. The bridge is attached to the top of the memory die through a 5-µm-thick thermal interface material (TIM) with thermal conductivity of 3 W/K · m. The two support structures (fins) have a width of 2 mm and a height of 200 µm. A 10 µm TIM is assumed at the bottom to connect the thermal bridge and the interposer. The convective thermal resistance of 0.28 K · cm²/W was converted to a boundary condition with a heat transfer coefficient of 3.6 × 10⁴ W/m² · K. The ambient temperature is 22 °C. In the simulation, the memory die dissipates 5 W.

The objective in this section is to characterize the thermal resistance of the thermal bridge (including the TIM and the convective boundary). Fig. 5 shows the temperature profile of the stack and the corresponding heat transfer coefficient. As can be observed from Fig. 5(a), the highest temperature of the memory die is 28.12 °C and appears in the center. Thus, the temperature gradient from the memory to ambient is 6.12 °C, yielding a total thermal resistance of 1.22 °C/W, which is much better than the natural convective cooling of a package. From Fig. 5(b), the heat transfer coefficient is quite uniform throughout the chip and only the corners exhibit larger values. Considering such phenomenon, we assume a uniform maximum thermal resistance for the bridge, which gives a worst-case estimation and simplifies the modeling. In Section VI-A, we show that the difference between the uniform thermal resistance assumption to the position-dependent modeling is relatively negligible.

B. TSVs Placement

In 3-D ICs, the TSVs are good heat conductors due to the high thermal conductivity of copper. The location of the TSVs will promote stronger thermal coupling [20]. Thus, the placement of the TSVs is an important thermal consideration. There are three key types of TSV placement methodologies. The first type is to distribute the TSVs throughout the chip uniformly. The second type is to cluster the TSVs in the center or periphery of the chip, as in 3-D DRAM or wide input/output (I/O) technology [1], [21]. The last type uses the objective targeted strategy, which is determined by area, stress, crosstalk, power delivery network noise, and so on [22].

In this paper, we focus on the first two methods, as shown in Fig. 6(a) and (b), respectively. When the TSVs are distributed uniformly in the chip, there will be a uniform thermal coupling between the two dice. However, if we cluster the
TSVs in a farm-like fashion, similar to wide I/O technology, the coupling is expected to be localized. In Section VI, we will discuss the impact of TSV layout in detail.

IV. THERMAL MODELING

In a 3-D stack, there are multiple layers with heterogeneous materials. Thus, it is time consuming to simulate the whole stack using finite element method software such as ANSYS in such simulations. Modified hotspot [23], [24] with weighted average thermal resistance model decreases the complexity of the geometry but reduces the solution accuracy. Other modeling methods based on frequency domain computation, Green’s function, and cosine or sine transforms [25] are faster, but their extension to heterogeneous stacks with nonuniform materials is difficult.

Based on the thermal simulator using different sizes of grid in chip and package [26], we developed a nonconformal meshing flow and implemented the finite-difference method in our models. We extended the idea of nonconformal gridding inside the chip domain, and we modified the grid size corresponding to the geometry difference. It was ensured that each grid element was composed of homogeneous material. Thus, the model was able to quantify the impact of each structure even as small as the TSV liner. It was also validated by ANSYS simulation.

The finite difference scheme which we use, is described in [27]. In the scheme, there is no requirement that the mesh along different axes should be equal. This allows us to apply these numerical schemes to the nonconformal meshing nodes.

A. Nonconformal Meshing Strategy

The mismatch of the grid size in different areas results in poor convergence. To mitigate such nonconformal gridding, the mesh size should gradually increase during transition from a small to a larger geometry [26]. It is important to choose the proper size ratio of the adjacent meshes to maintain convergence and efficiency. A ratio above 13.3 can lead to nonconvergence [26]. In our case, we set the maximum ratio as 10.

When meshing the chip, we first mesh the TSVs and microbumps. We then add more mesh lines with two requirements: 1) the gradual transition requirement and 2) the maximum mesh size constraints at the chip and interposer. Fig. 7 sketches the gridding results of the interposer and chip.

For simplification and illustration, we assume there are only four TSVs and one microbump. The mesh for the liner is omitted and the TSV size is magnified for visualization.

B. Metal Layer Modeling

The on-chip metal layer consists of metal traces, vias, and dielectrics. The metal layers often contain a large number of dummy metal traces to obtain a relatively homogeneous surface during chemical-mechanical planarization to yield a smoother surface and better wire resistance [28]. The metal percentage is about 20%–80%, so the metal layers can be treated as a lumped single layer. This abstraction has been validated with COMSOL models and the maximum error is approximately 6% [29].

Due to the above observations, we use equivalent thermal conductivity to model the metal layers and assume the percentage of copper is 50%. The lateral and vertical thermal conductivity is expressed as

\[
\frac{1}{k_{\text{lateral}}} = \sum_{i=1}^{2} \frac{p_i}{k_i}
\]

\[
k_{\text{vertical}} = \sum_{i=1}^{2} p_i \times k_i
\]

where \(p_1\) and \(p_2\) are the percentage of the metal and the dielectrics, respectively; and \(k_1\) and \(k_2\) are the thermal conductivity of the metal and dielectrics, respectively [20].

C. Thermal Simulation Flow

The thermal models have three macroinputs: 1) the power consumption of each functional block in the chip; 2) the geometry information of the 3-D stack, such as the dimension of each component; and 3) the material properties.

After meshing the whole stack, we can obtain each nonzero element in the thermal conductance matrix \(Y\), which is highly sparse and symmetric. The relationship between the matrix \(Y\), power consumption vector \(b\), and the unknown temperature \(x\) is expressed as follows:

\[
Yx = b.
\]
D. ANSYS Validation

To validate the accuracy of the model, we design two simple benchmarks. The first one is similar to that described in [9] and is shown in Fig. 8. The power distribution of both dice is uniform, and the top and bottom dice are assigned power densities of 100 and 5 W/cm², respectively. Table I shows the results of all the scenarios. The finite-difference model matches the ANSYS results with a maximum error of 2.7%.

The second benchmark is with two hotspots in the bottom die while keeping a uniform power of 5 W/cm² in the top die. The schematic is shown in Fig. 9. In this benchmark, we have two scenarios: 5- and 10-µm air gap. Table II lists the temperature range in both scenarios. Fig. 10 shows the thermal profiles obtained from both ANSYS and the model. In this experiment, the finite-difference model also matches the ANSYS results. The thermal maps are identical and the maximum error of the temperature is 0.42%.

V. COMPARISON OF DIFFERENT 3-D STACKS

In this section, we evaluate the three memory-on-processor stacks described in Section III. This benchmark analysis will highlight the limits and opportunities of conventional 3-D stacks shown in Fig. 2 as well as the thermal benefits of our proposed architecture shown in Fig. 3.

A. Specifications

1) Geometry Parameter and Thermal Boundary Condition:
Table III lists the thickness and material of each layer. Those parameters apply for all the stacking architectures. The thermal conductivity of the TIM layer is based on [31]. Due to the fact
TABLE IV

<table>
<thead>
<tr>
<th>Stack</th>
<th>Boundary face</th>
<th>Heat Transfer Coefficient (W/K·m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>air cooled heat sink</td>
<td>Others (near adiabatic)</td>
<td>5</td>
</tr>
<tr>
<td>Only with MFHS</td>
<td>MFHS (bottom)</td>
<td>50000</td>
</tr>
<tr>
<td>Our proposed stack</td>
<td>thermal bridge</td>
<td>8000</td>
</tr>
<tr>
<td></td>
<td>MFHS (bottom)</td>
<td>50000</td>
</tr>
<tr>
<td></td>
<td>Side (near adiabatic)</td>
<td>5</td>
</tr>
</tbody>
</table>

Fig. 11. Power density distribution. (a) Memory die. (b) Processor die.

that the upward heat path is dominated by the resistance of the thermal bridge, the TIM thickness has a minimal impact. Thus, we set the TIM thickness to 5 µm, which is of the same magnitude of published data [31], [32]. The chip size is assumed to be 1 cm x 1 cm. The interposer is set to be 3.5 cm x 3.5 cm. The interposer embedded MFHS is assumed to be the same size as the chip.

In our thermal modeling, we treat all heat sinks as convective boundary conditions. Table IV lists the heat transfer coefficient of each stack. From Section III-A, the thermal resistance from the thermal bridge to ambient is 1.22 °C/W. To give a worst case estimate, we use 1.25 °C/W as the convective resistance for the thermal bridge, which is equivalent to a convective heat transfer coefficient of 8000 W/K · m². The ambient temperature is set to be 25 °C.

2) Power Density Maps: Fig. 11 shows the power maps of the memory and processor dice. The memory die layout is based on an 8 Gbit 3-D DDR3 DRAM design from Samsung [1]. The size of that DRAM chip is 1.09 cm x 0.9 cm, which is close to the assumed value. The total power is estimated from the Micron DDR3 DRAM datasheet [33], which gives a value of 2.82 W.

The layout of the processor die is based on the Intel i7 microprocessor [34]. The thermal design power of i7 K series processor is 84 W. Since our assumed chip size is smaller than the real case, we scale the total power to 74.63 W. According to the estimation from McPAT, for a 22-nm 4-core processor, the cores consume approximately 60% of the total power [35]. Hence, we assign the power distribution as shown in Fig. 11(b).

3) Microbumps and TSVs: The microbumps we study are between the interposer and the processor die. They are assumed to be uniformly distributed throughout the chip. The default diameter is 40 µm and the total number is 1600.

With regard to the TSVs, we assume the TSV diameter to be 5 µm with a liner thickness of 0.5 µm. The default total number is assumed to be 10000, and they are uniformly distributed throughout the chip.

B. Thermal Comparison of Stacks With Different Cooling Methods

The two baseline stacks are shown in Fig. 2. They are configured with an air cooled heat sink and an interposer embedded heat sink, respectively.

Because the TSVs may influence the decoupling results of the air gap, we study the proposed stack with and without TSVs to give a worst and best estimation.

For all stacking scenarios, we also study two conditions: standby processor (24.63-W total power) and active processor (74.63-W total power). When the processor jumps from standby to active state, the temperature will increase, and we seek to see how this variation influences the temperature of the memory die. Table IV shows the maximum temperature of each die under the two different processor states. From the results, there are three key conclusions. First, our proposed architecture has the lowest temperature in both standby and active states. In the active state, the maximum temperatures of the three stacks (first three rows) are 76.44 °C, 66.05 °C, and 64.64 °C, respectively. The maximum temperature of our proposed stack is approximately 12 °C lower than that of the air cooled heat sink. Second, our proposed architecture decouples the heat from the processor to the memory. For the first two scenarios, in both active and standby modes, the memory exhibits a temperature similar to that of the processor. While for the proposed stack with thermal isolation, in standby mode, the memory temperature is 31.96 °C, while the processor temperature is 47.58 °C; in active state, the memory temperature is only 9.63 °C even though the processor temperature is as high as 64.64 °C. Third, our proposed stack maintains the memory die temperature fairly independent of the processor die activity status. In the first two cases, when the processor transits from the standby mode to the active mode, the temperature of the memory die increases by 25 °C and 20 °C, respectively. For our proposed stack, it increases only by 8 °C when the processor changes to active state.

However, when TSVs are inserted in our proposed stack, the thermal coupling increases, as expected, compared with the TSV-free case. In both activity states, the temperature of the memory die is always higher than the case without TSVs, which indicates coupling. The thermal map of each die is shown in Fig. 12 when the processor die is in the active state. In Fig. 12(b), the temperature distribution of both dice is similar to each other, and the temperature difference of the two dice is only 10 °C compared with 25 °C in Fig. 12(a). Thus, the TSVs clearly impact the thermal isolation, and we will discuss this further later in this paper.
VI. STUDY OF THE PROPOSED ARCHITECTURE

In this section, we thermally study our proposed 3-D stack architecture as a function of the cooling capability of the thermal bridge, TSV/microbump diameter, TSV/microbump density, TSV layout, and die thickness. Through this analysis, the benefits, limits, and challenges of our proposed architecture can be better understood. If not specified, the parameters and power maps are the same as those used in Section VII.

A. Thermal Bridge

1) Thermal Bridge Modeling: As we mention in Section III-A, we model the thermal bridge as a lumped thermal resistance with a uniform value throughout the chip. In this section, we will show the difference between the uniform thermal resistance assumption to the position dependent modeling is relatively negligible.

Fig. 13 shows the thermal maps of the proposed stack with TSVs (the fourth case in Table V) under the two modeling methods. The maximum error is 9.7% and occurs at the corners of the memory die because the corners have a smaller resistance compared with the rest of the chip. Nevertheless, the thermal profiles and maximum temperature in the two cases are close to each other, which allows us to use the simplified model. It is also beneficial to use a lumped model to make quick design guidelines for the thermal bridge.

2) Impact of Thermal Bridge Cooling Capability: The thermal bridge serves as the secondary heat path in the stack, so its cooling capability will influence the maximum temperature of the stack. If the thermal resistance of the bridge is too high, the heat of the memory cannot be removed, resulting in a higher temperature.

We sweep the thermal resistance of thermal bridge from 1 to 3 K/W and plot the maximum temperature of both dice. To model the worst case, the processor is assumed to be in active (high-power) state. We consider the no TSV case and the case with a medium number (2500) of uniformly distributed TSVs. Fig. 14 shows the results. When the thermal resistance of the bridge increases, there is not a big impact for the processor die, but the increased resistance leads to a rapid increase of the temperature of the memory. This is because the air gap decouples the two dice and the thermal bridge mainly cools the memory.

Fortunately in our proposed system, we use a separate (isolated) MFHS to cool the thermal bridge, and this leads...
Microbumps affect the primary heat path. Their diameter and total number influence the equivalent thermal resistance between the processor and the interposer.

First, we fix the diameter of the microbump to 40 µm and change the total number of microbumps from 1600 to 10000. Second, we fix the total number of microbumps to 1600 and change their diameter from 10 to 50 µm. We also evaluate the cases where there are no TSVs and where there are 2500 TSVs between the processor and the memory dice.

The results are shown in Fig. 15. As expected, a larger number or diameter of microbumps leads to a decrease of the equivalent thermal resistance of the layer, which improves the primary heat path. With 3600 40-µm-diameter microbumps, the temperature of the processor die is below 60 °C, which is tolerable. In reality, we have a very fine pitch (50 µm) electrical microbumps between the chip and the interposer, which leads to a total of 40,000 microbumps; thus, the thermal requirement of the microbumps can be easily met.

C. TSVs

The air gap thermal isolation in our proposed structure enables dice in a 3-D stack to be thermally decoupled. However, 3-D stacks may require a large number of TSVs for interdie signaling and power and delivery, which will bridge the air gap and reduce its equivalent thermal resistance. As shown previously in Fig. 12, the inclusion of TSVs causes the temperature of the memory die to closely track that of the processor die.

1) TSV Number and Diameter: The diameter and number of TSVs impact the equivalent thermal resistance of the thermal isolation air gap. To quantify this impact, we perform two experiments. First, we fix the TSV diameter to 5 µm with a 0.5 µm liner and sweep the TSV number from 1600 to 10000. Then, we fix the total TSV number at 10000 and sweep the TSV diameter from 2 µm to 10 µm with a fixed 0.5-µm liner.

Fig. 16(a) and (b) shows the impact of the TSV number and diameter, respectively. As the TSV total volume increases, the air gap isolation layer becomes more thermally conductive, and the interdie heat coupling becomes stronger, reducing the temperature difference between the two dice.
If 2-µm-diameter TSVs are used rather than 10 µm, the memory temperature is only 44 °C, compared with 54.5 °C for the 10 µm TSV case. Further scaling of the TSV dimensions will yield additional improvements in the thermal isolation of the air gap.

2) TSV Liner: The TSVs are covered by the liner so the properties of the TSV liner are also thermally important. If the liner consists of thermally resistive materials, the isolation will be improved. To investigate this effect, we run several simulations with different liner thermal conductivities. The results are shown in Fig. 17. Using a low conductivity liner reduces the temperature of the memory die, which helps the thermal isolation.

3) TSV Distribution: In 3-D DRAM stacks or wide I/O applications, the TSVs are usually clustered instead of uniformly distributed. When the TSVs are clustered in a certain area, thermal coupling is expected to occur only in that area. In this way, the heat from the processor die will be localized.

For the memory die, the clustered TSVs or TSV farm usually acts as the I/O pins and are outside the memory cell circuits [labelled by a dashed-line box in Fig. 18(a)]. Hence, the memory cell circuits will become relatively free from the impact of the processor because there are no TSVs in this area.

Inspired by the above analysis, we cluster the TSVs only in the center. The farm is assumed to be 1 mm × 5 mm and is assumed to have 49 × 100 TSVs, which are labeled by the solid-line rectangle in Fig. 18(a). To make a fair comparison, we also consider a uniformly distributed TSVs case with 4900 TSVs. The results are shown in Fig. 18(b).

In the clustered TSVs case, the maximum temperature of the whole DRAM die drops by 3.55 °C compared with the uniform TSV case. However, the maximum temperature of the cell array circuits is only 42.27 °C, which is a drop of 6.65 °C and is much closer to 39.63 °C of the ideal case without TSVs. By clustering the TSVs far from the memory cells, the most thermally sensitive portion of the die is effectively isolated from the high-power die.

Thus, we conclude that clustering TSVs can localize thermal coupling in 3-D stacks.

D. Die Thickness

The silicon substrate itself serves a useful role as a heat spreader, further reducing the impact of localized hotspots. Thus, as the die thickness scales down, it becomes very difficult to spread the heat of the hotspot due to increased lateral thermal resistance. In our proposed system, due to the air gap, the temperature of the stack will be more sensitive to die thickness.

In our test case, we assume there is a 2 mm × 2 mm 135 W/cm² hotspot in the center of the processor die and the background power density is 35 W/cm². The memory die has a uniform power density of 1 W/cm². The power map of the processor die is shown in Fig. 19. We separately sweep the die thickness of the memory and processor from 1 µm to 100 µm while fixing the other die at the default thickness (50 µm for processor and 100 µm for memory, respectively). We also compare the results with the conventional bonding case (using underfill).

The impact of the processor die thickness is shown in Fig. 20(a). Several observations can be made. First, thinning the processor die will increase the temperature of both dice, especially when there is air gap isolation. With air gap thermal isolation, the maximum temperature of a 100-µm-thick processor die is only 56 °C, while for an ultrathin 1-µm-thick die, the maximum temperature is 78 °C.
the processor die has a limited impact on system temperature, serves as the heat spreader for both dice. In this case, thinning the processor die has a limited impact on system temperature, as shown by the two intermediate lines in Fig. 20(a).

For the impact of the memory die thickness shown in Fig. 20(b), when the air gap exists, because of the changing thermal isolation, the memory die thickness has only a small impact on the processor. For the conventional bonding case, the processor and the memory dice are strongly coupled, which yield results similar to changing the processor die thickness.

VII. CONCLUSION

In this paper, we propose a novel stacking structure with microfluidic cooling embedded in the interposer, thermal isolation between the memory and processor dice, and a thermal bridge on the top of the memory die. The new architecture exhibits thermal benefits over conventional stacks and is of high value in the heterogeneous integration of high-power and low-power dice. In addition, we thermally explore our proposed system as a function of microbumps, TSVs, die thickness, and other system parameters. Specifically, this paper benchmarks a memory on processor stack, but the methodologies, analysis, and conclusions can be applied to any high-power and low-power stack.

Second, tuning of all system parameters is necessary to build a thermally tolerant system: 1) the microbumps influence the primary heat path and must be considered when assessing the thermal performance of the system; 2) the TSVs have important impact on the thermal isolation layer and with smaller/less/clustered TSVs, the thermal coupling between dice can be minimized; and 3) die thickness also plays an important role. Thinning the processor die below 50 µm will lead to a rapid temperature increase of the stack.

Second, if there is an air gap, when the processor die is thinned below 50 µm, the processor temperature increases very fast. Third, for the conventional bonding case, the memory die serves as the heat spreader for both dice. In this case, thinning the processor die has a limited impact on system temperature, as shown by the two intermediate lines in Fig. 20(a).

For the impact of the memory die thickness shown in Fig. 20(b), when the air gap exists, because of the changing thermal isolation, the memory die thickness has only a small impact on the processor. For the conventional bonding case, the processor and the memory dice are strongly coupled, which yield results similar to changing the processor die thickness.

Second, tuning of all system parameters is necessary to build a thermally tolerant system: 1) the microbumps influence the primary heat path and must be considered when assessing the thermal performance of the system; 2) the TSVs have important impact on the thermal isolation layer and with smaller/less/clustered TSVs, the thermal coupling between dice can be minimized; and 3) die thickness also plays an important role. Thinning the processor die below 50 µm will lead to a rapid temperature increase of the stack.

Several key conclusions can be drawn from this paper. First, our proposed stack can realize lower temperatures for both dice in a memory on processor stack. More importantly, the use of an air gap for thermal isolation causes the memory die to be maintained at lower temperature and to be fairly independent of the fluctuating temperature of the processor because of the thermal isolation.
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