Abstract—Cooling is a significant challenge for high-performance and high-power 3-D ICs. In this paper, tier-specific microfluidic cooling technology is proposed and experimentally evaluated in a 3-D stack. Different stacking scenarios are experimentally evaluated including: 1) a memory-on-processor stack; 2) a processor-on-processor stack with equal power dissipation; 3) a processor-on-processor stack with different power dissipations; and 4) a two-tier 3-D stack with each tier containing four cores along the flow direction. Compared with conventional microfluidic cooling, the tier-specific cooling is shown to reduce the pumping power by 37.5% by preventing overcooling when an operating temperature is specified. The results are benchmarked with an air-cooled heat sink. The impact of the lateral thermal gradient along the flow direction on the electrical performances, including leakage power and clock frequency, is analyzed.
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I. INTRODUCTION

With continued aggressive CMOS scaling, interconnect performance and power dissipation have become limiting factors for high-performance integrated circuits [1]–[3]. 3-D ICs offer new opportunities for improving chip performance and reducing power dissipation by enabling shorter interconnects (both on- and off-chip) as well as the possibility of heterogeneous integration. However, a number of challenges must be overcome before 3-D ICs can be adopted for high-performance applications [4]–[6]. Cooling is a key issue for 3-D ICs since both the power dissipation per unit area and the thermal resistance for the dice within the stack increase with the number of tiers. For reference, a few ITRS projections of interest are shown in Fig. 1 [7]. To address the challenges in heat removal, innovative cooling solutions have been proposed, including single-phase forced microfluidic cooling [8]–[11], two-phase microfluidic cooling [12], [13], and active thermoelectric coolers to address hotspots [14], [15]. This paper focuses on integrated single-phase microfluidic cooling in 3-D ICs. Advantages of conventional air cooling, prior microfluidic cooling technology in the literature, and the proposed tier-specific microfluidic cooling are summarized as follows.

A. Air-Cooled Heat Sink

Adopting an air-cooled heat sink (ACHS) to reject heat from a 3-D stack is simple [Fig. 2(a)], but it has limited cooling capability [16]. In a memory-processor stack, the processor chip should be placed next to the heat sink to have the lowest thermal resistance. However, placing the processor away from the package substrate requires possibly a large number of power and ground interconnects that need to go through the memory tier. A single processor requires a few thousand power and signaling interconnects [7]. This large number of interconnects have to be routed through the memory chip, which affects memory design, density, and performance. The memory performance is also impacted by the thermal crosstalk between the two tiers. An additional point of value is the fact that an ACHS (and its heat spreader) requires large lateral footprint, which limits how close two chips (or stacks of chips) can be placed laterally if each has its own heat sink. This clearly would impact off-chip interconnect length and thus energy dissipation and bandwidth density.

B. Embedded Microfluidic Heat Sink in the Literature

Due to the limitations of ACHS, there has been much research effort to investigate the use of integrated microfluidic heat sinks (MFHSs) to reject heat from a 3-D stack. Fig. 2(b)
Fig. 2. Illustration of (a) conventional air cooling technology, (b) prior integrated microfluidic cooling technology, and (c) tier-specific microfluidic cooling technology in this paper.

Fig. 3. SEM of solder microfluidic chip I/Os and electric microbumps.

shows a typical chip configuration with embedded MFHS in the literature, in which the fluid is supplied through a single inlet from the top of the stack [8], [10]. References [8] and [10] demonstrated the cooling of a four-tier and a two-tier stack with total power dissipation of 390 and 200 W, respectively. With this approach, it is not possible to control or tailor the flow rate in each tier. However, in a realistic 3-D stack, especially in a heterogeneous stack, the power dissipation in each tier may be different (workload dependent). Thus, one needs the capability to control the coolant flow rate in each tier independently. Even more, there is likely a need to control the flow rate locally within a single tier, as discussed in Section VI. To address this need, wafer-level batch fabricated solder microfluidic chip I/Os and fine-pitch electrical microbump I/Os have been recently demonstrated, as shown in Fig. 3 [17]. With this innovative chip I/O technology, this paper proposes and experimentally demonstrates a tier-specific MFHS in a two-tier stack.

C. Tier-Specific MFHS

Fig. 2(c) shows our vision for the tier-specific MFHS in a heterogeneous high-performance 3-D IC system. The proposed 3-D IC system features a silicon interposer with embedded fluidic delivery microchannels and an array of 3-D stacked processor and memory tiers. Each of the processor tiers contains an embedded MFHS. TSVs are routed through the integrated MFHS. Each tier has its dedicated microfluidic chip I/Os (formed using either solder [18] or polymer [19]) for fluid delivery from the interposer. The coolant flow rate in each tier can be tailored independently, according to the heat dissipation of each tier, i.e., tier-specific cooling. This approach helps to minimize the vertical thermal gradient across the stack when power dissipation varies in the stack. Pumping power may be reduced by adjusting the flow rate to the needed value for a given power dissipation per tier. The proposed local coolant delivery mechanism, which is also based on the solder chip I/O technology (discussed in Section VI), may minimize the lateral thermal gradient within a single tier as well. Moreover, since the MFHS is chip scale, this approach allows high lateral scalability of the electronic components, i.e., placing an array of 3-D ICs laterally next to each other. This greatly enhances off-chip connectivity.

II. THERMAL TESTBED AND EXPERIMENTAL SETUP

A. Fabrication of the Thermal Testbed

The MFHS uses a staggered micropin-fin (MPF) array, which is designed to be compatible with TSVs [20]. Fig. 4 shows the fabrication steps of a 3-D thermal testbed with integrated MPF heat sink. The fabrication starts with a double-side polished silicon wafer with a 2-μm-thick PECVD SiO2 film at the bottom. Using the standard Bosch process, which alternates between SF6 (plasma etch step) and inert C4F8
Fig. 4. Fabrication process flow of the two-tier thermal testbed.

Fig. 5. SEM images of (a) overall and zoomed-in views of MFHS and (b) cross-sectional view of bonded MFHS.

(passivation step), 200-μm (±2 μm) deep MPF array is etched. The diameter of a single MPF is 150 μm, and the pitch of the MPF is 225 μm [20]. SEM images of an overall view and a magnified view of the MPFs are shown in Fig. 5(a). After the MPFs are etched, the wafer is flipped over and thin-film platinum (Pt) heater, to emulate the heating of a microprocessor, is sputter coated on the backside of the wafer. Due to the linear resistance–temperature relationship and its chemical inertness, the Pt heater also serves as a resistance thermal detector (RTD) during the thermal measurements. Next, silicon-to-silicon fusion bonding is performed to encapsulate the microfluidic channels. Initially, oxygen plasma is used to activate the silicon surface and enable the bonding of two silicon wafers at room temperature. Annealing at 400 °C increases the bonding strength by forming Si–O–Si bonds [21]. Fig. 5(b) shows a cross-sectional SEM image of the bonded MFHS. Fluidic vias are then etched to enable liquid circulation into and out of the MFHS. Nanoports (from Idex Health & Science) are attached to the fluidic vias through adhesive pad for providing consistent fluid connections into the testbed. The final step in preparing the testbed is to bond two tiers using a thermal interface material (TIM) with a thermal resistance of 0.25–0.28 K/W (depending on the pressure applied during the experiments).

To attain an initial insight into the benefits of the embedded microfluidic cooling, a 3-D ACHS testbed is constructed similarly without the embedded MFHS. This will be used to benchmark the thermal results of the MFHS cooled chip.

B. Thermal Testbed Features and Experimental Setup

Three types of thermal testbeds (fabricated as described in Section II-A) are used in this paper. All the microfluidic testbeds contain two tiers with embedded MFHS. Each tier has its own set of inlet and outlet ports allowing tier-specific control of the flow rate. Each tier has Pt thin-film heater/RTD to emulate the heating of a microprocessor. In Testbed 1, the heating area is formed by a single Pt heater/RTD with dimensions of 1 cm × 1 cm. Testbed 1 is built to emulate different 3-D stacking scenarios cooled using MFHS. As a benchmark, a 3-D ACHS testbed (Testbed 2) (fabricated as discussed in Section II-A) was also made. In the ACHS testbed, a high-performance ACHS containing three copper heat pipes and 45 aluminum fins designed for the Intel i5/i7 CPU is attached to the backside of the ACHS 3-D chip stack through a TIM. The ACHS chip is tested while the fan rotates at its maximum speed (2500 r/min ± 15%). The corresponding air flow is 54.8 CFM. The same 3-D stacking scenarios are emulated using both Testbeds 1 (MFHS) and 2 (ACHS). The benefits of MFHS are reported in Sections III-A, B, and C.

It is well known that the coolant temperature increases as it passes through the MFHS, and thus the chip temperature will increase. To capture the lateral chip temperature gradient and emulate the stacking of multicore processors, Testbed 3 is constructed. Each tier features four independently controlled segmented heaters/RTDs along the flow direction. The dimensions of each heater are 0.22 cm × 1 cm with a spacing of 0.03 cm. The total heating area of each tier is 1 cm × 1 cm. The related results are reported in Sections IV-A and B.

In the microfluidic experimental setup for Testbed 1 (Fig. 6), two pumps are connected to the two inlets in the stack (i.e., each tier has its own inlet and pump). Deionized (DI) water is pumped from a nearby reservoir. Polyester-based filters are connected to the outlet of the pump for eliminating any particles (>20 μm) that may potentially block the MFHS. An acrylic block flow meter that measures up to 100 mL/min is used to source current to the thin-film Pt heaters/RTDs for emulating chip power dissipation [16].
The heater resistance in each tier is measured and tracked using an Agilent 34970A data logger at 1 Hz. In Testbeds 1 and 2, the measured resistance, and thus junction temperature, represents the average junction temperature in each tier since we use a single heater/RTD per tier. In Testbed 3, where four segmented heaters are used, the measured temperature represents the average junction temperature of each of the four zones. The experimental setup for Testbed 3 is similar to that shown in Fig. 6 with the difference being the two tiers are stacked in parallel.

III. MICROFLUIDIC COOLING BENCHMARKED WITH ACHS

The thermal experiments begin with the characterization of the Pt heater/RTD. For various fabricated Pt heaters/RTDs used in this paper, the temperature coefficient of resistance varies in the range 0.0025–0.003 K\(^{-1}\). These results show good consistency. The experimental results reported in this section are to investigate and compare an air-cooled 3-D stack with a microfluidic-cooled 3-D stack under different stacking (heating) scenarios. The temperature of the inlet DI water is 20 ± 1 °C. This temperature is used to compute the junction temperature rises. For the convenience of reader, the key experimental results that are to be discussed in the following sections are summarized in Table I.

A. Memory-on-Processor Stack

In Fig. 7(a), the fluid is pumped only into the processor tier of the memory-processor stack at a flow rate of 100 ± 5 mL/min. In this experiment, the power density of the memory chip is held at 5 W/cm\(^2\). Since the memory tier is stacked on the processor tier with integrated microfluidic-cooled heat sink, the MFHS serves as a path for cooling of the memory tier as well. The junction temperature rise of the memory and processor tiers are 15.3 °C and 28.7 °C, respectively, when the power density of the processor tier is 99.2 W/cm\(^2\). As a comparison, a memory-processor stack tested under ACHS [Fig. 7(b) and (c)]. For the case where memory is placed close to the ACHS [Fig. 7(b)], the junction temperature rise of the memory and processor tiers are 30.6 °C and 59.3 °C, respectively, when the power density of the processor is 49.3 W/cm\(^2\) [22]. For the case where processor is placed close to the ACHS [Fig. 7(c)], the junction temperature rise of the memory and processor tiers are 39 °C and 41.1 °C when power density of the processor tier is 57.1 W/cm\(^2\). For the same power density, the absolute junction temperatures of the chips under MFHS are lower than those under ACHS by at least 12 °C and by 48 °C in the worst case. In the ACHS experiments, due to the overheating of the chips, the power densities of the two tiers are limited to <60 W/cm\(^2\).

B. Processor-on-Processor Stack

In Fig. 8, the two-tier chip stack (Testbed 1) dissipates up to 100 W/cm\(^2\) per tier to emulate the stacking of processors. An
MFHS is integrated into each tier. The flow rate in each tier is 100 mL/min. Two sets of measurements were performed for the MFHS cooled stack, and the average junction temperature rise above the inlet coolant temperature in each tier is shown in Fig. 8. The difference in the two measurements did not exceed 1.1 °C. As seen from the plots, when the power density in each tier is 100 W/cm², the junction temperature rise in either tier is 30 °C, resulting in an absolute junction temperature of 50 °C. In contrast, the testbed under ACHS has a temperature rise of >54 °C at 50 W/cm². The maximum junction temperature rise trend according to ITRS is also shown in Fig. 8 as a reference. The processor-on-processor stack cooled using MFHS can dissipate >100 W/cm² in each tier without reaching the ITRS projected maximum junction temperature. Please note that the thermal results obtained by ACHS testbed may have been better if a better TIM is used.

C. Tier-Specific Flow Rates in ICs With Different Power Dissipations

In this section, we experimentally evaluate a 3-D stack of two high-power tiers with different power densities: 50 W/cm² ($P_1$) and 100 W/cm² ($P_2$). The tier-specific flow rate (and thus cooling) that we proposed in Section I-C is implemented. As shown in Fig. 9, when each tier in the stack is initially cooled under the same flow rate ($Q_1 = Q_2 = 45$ mL/min), the average junction temperature of $P_1$ and $P_2$ is 49.5 °C and 60.6 °C, respectively. Next, the flow rate of each tier is varied independently so that the junction temperature of the two tiers is equalized at the higher and lower ends. For example, in the case where flow rates $Q_1$ and $Q_2$ are 32 and 116 mL/min, respectively, the junction temperature of the two tiers is equalized at ~49.5 °C. By mitigating the thermal gradient of the two tiers, thermomechanical stress and thermal-induced variations are lowered. In addition, when an operating temperature is specified, adjusting the flow rate according to the power dissipation saves pumping power by preventing overcooling. Considering the conventional microfluidic delivery method [i.e., Fig. 2(b)] in which the flow rate in each tier has to be identical, the total flow rate is chosen based on the thermal needs of the tier with the highest power. The conventional method is emulated as the second set of flow rates in Fig. 9. For example, for an operating temperature of 53 °C, $Q_1$ and $Q_2$ need to be 80 mL/min to maintain both tiers at a temperature <53 °C. In our tier-specific cooling (the third set of flow rates in Fig. 9), the needed $Q_1$ and $Q_2$ are 29 and 87 mL/min, respectively. The pressure drops at 29, 80, and 87 mL/min are measured to be 12, 60, and 67.9 kPa, respectively. As a result, using tier-specific flow rate, the pumping power is reduced by 37.5% relative to the conventional fluidic delivery method.

IV. MICROFLUIDIC COOLING IN MULTICORE PROCESSOR STACKING

A. Single Tier With Uniform Power Dissipation

To capture the lateral temperature increase as a coolant flows from the inlet to the outlet, a single-tier measurement is performed using Testbed 3, which contains four segmented heaters along the flow direction. Fig. 10 shows the temperature of each heater on the chip as the total chip power density ramps from 25 to 100 W/cm². The DI water flow rate is 80 mL/min in all of the measurements in this section unless specified otherwise. In the high power density case (100 W/cm²), the junction temperature of heater 4 (i.e., the heater closest to the outlet) increases by 33 °C while that of heater 1 increases by only 17 °C. This result is expected since the coolant temperature increases as it flows from the inlet to the outlet, and thus the chip junction temperature also increases. The chip design was simulated using ANSYS Fluent at a power density of 100 W/cm². Since the MFHS structure is symmetric, only half of the MPF array is modeled. Figs. 11 and 12 show the temperature maps of the base and coolant, respectively.
Fig. 10. Junction temperature rise at different heater locations on the chip for different power dissipations. ANSYS simulation for 100-W case is also plotted for reference.

Average junction temperatures are extracted from the simulation results and are also plotted in Fig. 10. The difference between the experimental results and the simulations is <1.6 °C. The lateral thermal gradient across the chip becomes exacerbated for higher power densities. One way to mitigate the thermal gradient is to increase the flow rate. However, the pressure drop and the pumping power will increase. In Section VI, we propose an alternative solution to mitigate the lateral thermal gradient based on local coolant delivery.

B. Vertical Thermal Coupling

Vertical thermal coupling between two tiers with embedded MFHS is investigated in this section. In Cases A and B (Fig. 13), DI water is only pumped into the top tier such that the two tiers share the same MFHS. In Case A, heaters 1 and 4 of the top tier are each powered up to 25 W. In Case B, heaters 2 and 3 in the lower tier are each powered up to 25 W in addition to those heaters in the upper tier. Once the heaters in the lower tier are turned on, as shown in Fig. 14, the junction temperature of heaters 1–4 in the upper tier are elevated by 3.3 °C, 6.8 °C, 9.7 °C, and 10.1 °C, respectively. In Case C, the power dissipation profile in the two tiers is the same as...
Fig. 15. Junction temperature rise of the lower tier at different heater locations on the chip for the cases shown in Fig. 13.

that in Case B. The difference is that DI water is pumped into both tiers. Clearly, the temperature of the upper tier (Fig. 14) in Cases A and C overlaps, suggesting the impact of the lower tier is minimal. In Case C, embedding an MFHS in the bottom tier provides a heat flow path with a lower thermal resistance. This would greatly diminish the heat transfer to the upper tier. In Fig. 15, the temperature of the lower tier in the three cases is plotted. For Case A, the lower tier is idle. However, due to the temperature increase of the coolant, the temperature of heaters 1–4 of the lower tier are elevated by 4.9 °C, 5.7 °C, 7.8 °C, and 9.7 °C, respectively. Vertical thermal coupling may cause idle tiers to get warmer, leading to unwanted leakage power [23]. To reduce the vertical thermal coupling between tiers in microfluidic cooling, each tier can have its own MFHS (Case C) instead of sharing one heat sink (Case B).

V. DATA ANALYSIS

In this section, single-tier measurements are presented. DI water with different flow rates is pumped into the tier. The power density \( P \) is kept at 40 W/cm\(^2\). DI water inlet temperature \( T_{in} \), outlet temperature \( T_{out} \), and chip junction temperatures \( T_j \) are monitored and used to calculate the convective thermal resistance \( R_{conv} \) of the MFHS using [24]

\[
R_{conv} = \frac{(T_j - T_f)}{P} - R_{cond}
\]

where \( R_{cond} \) is the conductance from the circuit through the silicon base to the heat sink interface given by (2); \( T_f \) is the average fluid temperature calculated by (3)

\[
R_{cond} = \frac{h_{base} A_{base}}{k_{si}} + \frac{t_{ox} A_{base}}{k_{ox}}
\]

\[
T_f = \frac{1}{2} \cdot (T_{in} + T_{out}).
\]

Since \( R_{cond} \) is dependent on the thickness of the silicon base \( t_{base} \) and silicon dioxide \( t_{ox} \), the area of the base \( A_{base} \), and the thermal conductivities of silicon \( k_{si} \) and silicon dioxide \( k_{ox} \), it is a constant throughout the experiments and the value is calculated to be 0.05 K/W. Fig. 16 plots \( R_{conv} \) as a function of flow rate. The heat transfer coefficient \( (h) \) is derived from using \( R_{conv} \) and the effective total heat transfer area \( (A_t) \) by

\[
h = \frac{1}{R_{conv} \times A_t}
\]

\[
A_t = A_{base} + \eta \times A_{fin}
\]

where \( A_{base} \) is the base area exposed to the fluid, \( \eta \) is the fin efficiency and is a function of the MPF height \( (H_{fin}) \) and diameter \( (D) \) given by (6), and \( A_{fin} \) is the aggregate surface area of the MPFs exposed to the fluid [20]. Furthermore, Nusselt number \( (Nu) \) as a function of Reynolds number \( (Re) \) is plotted in Fig. 17. Nusselt number and Reynolds number are calculated using (7) and (8), respectively, based on the hydraulic diameter \( (D_h) \) [9]

\[
\eta = \frac{\tanh(2H_{fin}\sqrt{\frac{h}{k_{si}}D})}{2H_{fin}\sqrt{\frac{h}{k_{si}}D}}
\]

\[
Nu = \frac{(h \cdot D_h) / k}{D_h}
\]

\[
Re = \frac{V_{max} \times D_h}{\nu}
\]

\[
D_h = \frac{2 \cdot H_{fin} \cdot w_c}{H_{fin} + w_c}
\]

\[
V_{max} = \frac{Q}{H_{fin}(W - n \cdot D)}
\]
where $k$ and $\nu$ are the thermal conductivity and the kinematic viscosity of the fluid, respectively. The hydraulic diameter ($D_h$) is calculated using (9), where $w_e$ is the diagonal pitch (shown in Fig. 18) [24]. The maximum velocity ($V_{\text{max}}$) crossing the minimum cross section is calculated using (10), where $Q$ is the volumetric velocity, $W$ is the width of the MPF heat sink, and $n$ is the number of the MPFs in the vertical direction (shown in Fig. 18). Although increasing flow rate (Reynolds number) decreases $R_{\text{conv}}$ and increases $h$, the pressure drop ($\Delta P$) will increase, which is not desirable in electronic systems since it increases the pumping power and may introduce reliability issues. The measured pressure drop data for different Reynolds number is also plotted in Fig. 17 to show the tradeoff between the heat transfer characteristic and the pressure drop.

### VI. ELECTRICAL IMPLICATIONS

Processor performance and power dissipation are a function of temperature. Leakage power plays a significant role in the total power dissipation. This section discusses the leakage power for different cores along the coolant flow direction. The main contributor to leakage current is subthreshold current ($I_{\text{sub}}$) given by [23]

$$I_{\text{sub}} = \frac{W_{\text{eff}}}{L_{\text{eff}}} \mu(T) C_{\text{OX}}(V_T)^2 e^{\left(\frac{V_{GS} - V_{TH}}{nV_T}\right)}$$  \(11\)

where $W_{\text{eff}}$ and $L_{\text{eff}}$ are the effective channel width and length of the transistor. $C_{\text{OX}}$ is the gate capacitance of a single transistor, $\mu(T)$ is the carrier mobility, and $n$ is the subthreshold slope factor, which is assumed to be 1.5. $V_T$ is the thermal voltage; $V_{GS}$ and $V_{TH}$ are the gate-source current and the threshold voltage, respectively. With (11) [23] and assuming the supply voltage does not change dynamically, the leakage power is calculated for a single tier with uniform power and lateral thermal gradient due to fluidic coolant temperature gradient from the inlet to the outlet (i.e., as discussed in Fig. 10). The leakage power is then normalized to the leakage power at room temperature ($25$ °C). Junction temperature and the normalized leakage power ($P_{\text{leaknorm}}$) of the four cores are listed in Table II for a uniform power density of 100 W/cm$^2$. $P_{\text{leaknorm}}$ increases gradually along the direction of the cooling fluid. As shown in Table II, leakage power of core 4 is $43\%$ more than that of core 1 for a chip spanning $1 \text{ cm} \times 1 \text{ cm}$. This ratio will increase as the chip size grows. Assuming the chip spans $2.5 \text{ cm} \times 2.5 \text{ cm}$ and contains 10 cores in the flow direction, the leakage power of core 10 will be $2.67$ times of that of core 1. In a multicore chip, if all the cores have fixed power budget, the allowable dynamic power decreases along the flow direction. The cores closest to the outlet may operate at a lower frequency than cores closest to the inlet.

To allow all the cores to work symmetrically, localized coolant delivery to each core using the microscale fluidic chip I/Os is proposed [Fig. 19(a)]. This enables the delivery of fresh coolant to each core or cluster of cores at the inlet temperature irrespective of core location. Solder-based microfluidic chip I/Os with an outer diameter of $210 \mu m$, an inner diameter of $150 \mu m$, and a height of $12 \mu m$ are shown in Fig. 19(b). The microfluidic chip I/Os have been experimentally shown to withstand a pressure drop of $100$ kPa without leakage. These microfluidic chip I/Os are fabricated in parallel to electrical microbumps with a density of 40 000/cm$^2$ (microbump pitch of $50 \mu m$), which is critical to power delivery and high-bandwidth off-chip signaling.

### VII. CONCLUSION

In this paper, we report and compare the experimental results for different 3-D stacking scenarios cooled with microfluidic and air cooling technologies. Based on the thermal testbed configurations investigated in this paper, the key results are summarized as follows:

1) The MFHS maintains the stack temperature $< 50$ °C for a total power density of $200$ W/cm$^2$ in a two-tier processor-on-processor stack.
2) MFHS-based tier-specific cooling is shown to equalize the temperature in two tiers with different power dissipations ($50$ and $100$ W/cm$^2$) by supplying coolant at different flow rates in each tier. This reduces pumping power by $37.5\%$ by preventing overcooling compared with conventional microfluidic coolant delivery.
3) The temperature of the core near the outlet is $16$ °C higher than that of the core near the inlet in a multicore processor and the vertical coupling drastically reduces when each tier has its own embedded MFHS.

![Fig. 18. MPF layout and dimensions in micrometers.](image)

![Fig. 19. (a) Prototype of 3-D stack with microfluidic chip I/Os for localized coolant delivery. (b) Top view of solder-based microfluidic chip I/Os and electric microbumps.](image)

<table>
<thead>
<tr>
<th>Core 1</th>
<th>Core 2</th>
<th>Core 3</th>
<th>Core 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Junction temperature (°C)</td>
<td>36.9</td>
<td>41.3</td>
<td>47.5</td>
</tr>
<tr>
<td>Normalized leakage power</td>
<td>1.4</td>
<td>1.5</td>
<td>1.8</td>
</tr>
</tbody>
</table>

Table II: Junction temperature and normalized leakage power of the four measured heaters (cores) in Fig. 10.
4) The lateral thermal gradient induced by coolant temperature increases along the flow direction causes the leakage power to increase by 43% for the downstream core. The use of localized coolant delivery enabled through microfluidic chip IOs is a promising solution to eliminate this thermal gradient and allow the cores to work symmetrically.
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